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Introduction
The 2016 presidential election in the United States stood to be historic—and historic it was,
albeit in part for the wrong reasons. Donald Trump’s rise to power was unique, and in time
the public would witness the dropping of one bombshell after the next concerning the
circumstances around the election; a steady flow of revelations around Russian election
interference in the lead-up to November 2016 ate away at Trump’s initial apparent triumph
over opposing candidate Hillary Clinton. Much of the voting public experienced both the
election interference, and the backlash, over social media and internet platforms. The truth
about election interference seemingly had to be pried from the industry: only with the threat
of serious congressional inquiry culminating in a 2017 hearing did it emerge that Russian
state-controlled disinformation operators had infiltrated leading American social media

networks operated by Meta (formerly Facebook), Google, and Twitter.[1]

The demand for new regulation targeting industry practices in the sector—with an eye
toward shielding against the foreign disinformation problem—came in force quickly after
the congressional inquiry, perhaps most notably through the introduction of the nominally
bipartisan Honest Ads Act. But neither this bill nor any other fundamentally reformative
measures came under serious consideration. Nevertheless, there has been a veritable tide of
new ideas for advancing inquiry and knowledge concerning the regulation of social media
platforms to contain the disinformation problem. These calls have only intensified in
response to the events of 2021. The attempted insurrection at the US Capitol Building in
Washington in January, which was largely coordinated through social media, spurred calls
for making platforms more responsible for content on their sites. In fall 2021, a
whistleblower leaked documents showing that Meta was well aware of real-world harms
enabled by Facebook and Instagram, despite public statements to the contrary; in response,
legislators have pushed for changes in laws to allow platforms to be liable for third-party
content posted on their sites. In December 2021, a bill was introduced in the US Senate to
allow researchers access to social media data. While it is unclear whether any of these bills
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will become law, it is clear that regulators and legislators are seeking ways to change the
status quo.

The purpose of this paper is to outline the nature of the regulatory environment that gave
rise to the business model that is commonly in place in the social media sector today. First, I
will connect that business model to the social, political, and economic harms of
disinformation and  outline some of the reforms that have been suggested by scholars of
law, economics, technology and media. Second, I will offer new thinking on the extent to
which various forms of regulatory intervention might shape American democracy in the long
run.

The social problems that have spread over the leading internet platforms are driven by more
than just ineffective policies. A large body of research indicates that these ills are products
of the economic structures that define the consumer internet industry today, stemming from
its uninhibited collection of data and the way it uses algorithms to manipulate users’ media
experiences. As we step back and view this body of work, a unifying theory of the sector
emerges: that the platforms’ underlying business models and corresponding revenue
streams enable and encourage the unchecked spread of mis- and disinformation, as DePaula
et al (2018) Ghosh and Scott (2018), and Flew, Martin, and Suzor (2019) among others,
have noted. By necessity, the platforms’ efforts to self-regulate their systems are hobbled (at
best) from the outset. The question then becomes: what effective external regulations can
governments and societies best impose?

Technological circumstances in social media
are driven by the regulatory environment
The American economic system has traditionally been openly and radically capitalist—and
the United States government took this very approach at the outset of the commercial
internet (Greenstein 2016). Tim Berners-Lee developed the world’s most popular web
protocol in 1989, one that continues to define consumer use of the internet more than three
decades later (Berners-Lee 1999). This ultimately enabled an explosion in global digital,
web-connected communication—though the impact of the protocol was not as pronounced
and precipitously adopted in the immediate wake of its invention as it was by the mid-
nineties and beyond: it was only then that new kinds of internet business models began to
come to the fore (Gozzi 2001; Beranek 2007). Rich, dynamic growth in the industry was
strongly encouraged by the federal government. President Clinton’s administration, with
Vice President Al Gore an active evangelist for the expansion of the internet, promoted its
adoption and aggressive growth (Wiggins 2000). This policy stance was both socially and
economically sensible for the time, particularly as this early period of the commercial
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internet was set against the backdrop of a lengthy period of enormous economic stability
and success for the nation. There was some strong pushback against this approach to
economic design for the internet (see, e.g., Drake 1995); for example, many regarded the
Digital Millennium Copyright Act of 1998 (DMCA) as an example of regulatory policy that
overly favored media properties and copyright holders (Gillespie 2007). Yet on the whole,
leaders in American government, academia, and industry perhaps justifiably saw the
internet as a tremendous new economic vertical that carried the potential not only to create
new business and communication opportunities, but to change the world (Earl et al. 2010;
Amor 2001; Tuomi 2006; Barlow 2000).

A bevy of new policy initiatives in the 1990s created regulatory circumstances that invited
yet more innovation and new business growth over the internet. The High Performance
Computing and Communication Act of 1991—or the “Gore Bill” as a shorthand, given the
then-senator’s work to advance it through Congress—designated $600 million toward the
development of high-performance computing technologies and the creation of the National
Research and Education Network, the latter of which was designed to bring technical
stakeholders together and align on advancing networking standards (Kleinrock 2004). The
Telecommunications Act of 1996 was the first step in establishing the physical
infrastructure underlying the consumer experience of the internet. Its establishment
necessitated a “duty to deal” (Department of Justice 2015), a regulatory progression that
increased competition and the pace of innovation in internet services, including through
stipulations regulating interconnectedness and wholesale access to incumbent networks
(Bruning 1996; Aufderheide 1999). The Communications Decency Act of 1996—which
constituted title V of the 1996 Telecommunications Act—included a portion titled Section
230, which gave the providers of “interactive computer services” a liability shield for the
hosting, dissemination, or takedown of any user-generated content (Ardia 2010). The
legislation established protection from liability for service providers who (1) decided to
transmit or otherwise carry user-generated content or (2) decided to take down or censor
certain types or instances of user-generated content. Coverage of firms under the law was
construed to include companies operating over the internet, including the leading search
engines of the time like Yahoo! and AltaVista. Meanwhile, new developments in copyright
law, including through the DMCA, cleared the path such that these early (and later) search
engines as well as the growing number of social media firms could take advantage of
expanded jurisprudential interpretations of fair use to seed their business model with
content.

By the 2000s, the internet was thus positioned to grow in the directions favored by this
neoliberal mode of regulatory policy (see, e.g., Cohen 2019)—and new business models
began to emerge as computing capabilities continued to advance along the pace predicted
by Moore’s Law (Schaller 1997). This was most salient for the growth of the commercial
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internet in two specific areas—namely, data storage capacity and processing power. At a
certain stage, the combination of these two technologies and the underlying connectivity
offered by the World Wide Web drove the industry past a threshold, eventually establishing
the cost-effectiveness of new business models over the internet. Set against the backdrop of
regulatory circumstances encouraging open innovation and aggressive growth, companies
discovered new capacities to explore cost models and other viable business frameworks
(Miguel and Casado 2016), thus enabling the rapid commercialization undertaken by
internet entrepreneurs and fueled by the investment community.

The business models that won the internet
Many business models have been tested over the internet, but two have prevailed: targeted
advertising and subscription. The latter involves charging users a subscription fee in
exchange for access to a service (Wang et al. 2005). The former involves targeting
ads—based on a user’s estimated behavioral profile—at the user (Chandra 2009).  There is a
pronounced difference between the kinds of internet-based services that follow the targeted
advertising route to monetization versus those that follow the subscription model (Ghosh

2019a).  It should be noted, however, there is a spectrum at play, with some companies
exhibiting subscription as a business model and others embracing targeted advertising, with
varying levels of surveillance and microtargeting among them.

Those web-based services that implement subscriptions—and survive using that
scheme—tend to lease or sell access to some form of tangible product or service that can be
easily translated into value in the real world. Two categories of tangible products and
services are (1) digital intellectual property and (2) provision of basic physical services. The
first category includes such services as Spotify, the New York Times’ digital business, and
Netflix. Each of these owns or accesses intellectual property under various conditions, and
extracts subscription fees in exchange for limited access (given the circumstance that the IP
is typically available online only, with no rights to download) to that intellectual property.
The second includes services like Amazon Prime, Uber, and the Latin American delivery
service Rappi. It should be noted that there is some inevitable overlap between these two
categories; Amazon Prime offers access to intellectual property and to basic services (such
as free shipping on product orders executed through Amazon). The companies that fall into
this category typically do not monetize their ongoing relationship with users itself, though
they may well collect information on users with machine-learning models. For example,
Amazon, Netflix, or Pandora might infer what products you might wish to purchase in the
future, what television series you might wish to watch next, or what types of music you
enjoy the most. While these can be seen more as efforts to perfect their products than as
attempts to keep the user engaged on the platform, there is not consensus on this point.
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Arguments that many firms in the internet industry have monetized dialogical relationships
with consumers through individual data have increased in number in recent years, most
notably through the concept of surveillance capitalism (Zuboff 2019), though this idea has
been received critically by some (Doctorow 2020).

Those web-based services that implement targeted advertising, a process by which users
are subjected to digital advertisements based on inferences about their behavioral profiles,
tend to engage in a dialogical relationship with end users over time. Consider Instagram,
the social media network owned and operated by Meta. Instagram collects information
about users through their on-platform engagement, makes inferences about the end user’s
individual personality, and injects targeted advertisements into the user’s in-app experience
(e.g., in both the social feed and the story feed) designed to further engage the user. These
platforms are “dialogical” in the sense that they engage in an ongoing, fine-tuned, and
sophisticated dialogue with the individual user. The user typically has desires, preferences,
a belief system, likes, dislikes, routines, and behaviors; the platform service can begin to
assert and attribute to the user a certain mapping over these categories—to the level of
granularity at which each individual user might have a unique behavioral profile based on
potentially millions of data-driven measures gathered by the platform. The dialogical
platform—whether Instagram, Facebook, Google Search, YouTube, Snapchat, TikTok, or
another—will then use this behavioral profile to engage in an ongoing “dialogue” with the
user, feeding the user content the user will ideally find maximally engaging.

Dialogical platforms differ from subscription ones in terms of their ability to monetize
engagement. Incremental engagement enables the gathering of ever more behavioral
insights about the user and, in turn, greater potential attention from the user to convert into
targeted advertising space. The ability to target ads contributes directly to the value
proposition of the dialogical firm, whereas collecting user data is seen as a cost for the
subscription-based firm, which primarily generates direct revenue through user
subscriptions (Schrader and Ghosh 2018).

Delving one level further into the business model of dialogical internet platforms reveals yet
more. There is much that separates dialogical platforms from one another; the user
interfaces and core functionalities of applications like YouTube, Facebook, Instagram, and
TikTok are each distinctive in their own rights. And yet three features of these platforms are
consistent across the four applications—and across the broader industry of consumer-facing
dialogical internet platforms. When analyzed together, they present a positive feedback loop
comprised of uninhibited data collection, algorithmically managed to curate content, and
aggressive growth of the platform.

Dominant internet platforms engage in uninhibited data collection at the expense of user
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privacy. The first consistent component of the business model involves the collection of
personal information and proprietary data on, in practice, an uninhibited basis (Houser and
Voss 2018; Esteve 2017). Internet firms collect personal data to conduct behavioral
profiling—in other words, to infer details about the consumer’s individuality. Such data is
gathered from any source through which it is cost-effective for the firm to collect it. Due to
advances in computing and storage, they may collect through many sources: on-platform
engagement (Young 2014), off-platform behavior (Roosendaal 2010), precise geolocation
information from sources of varying granularity, including GPS signals (Chow 2013), end-
user device details (Whittaker 2019), transaction information (Bergen and Surane 2018),
mobile ecosystem usage data (Constine 2019; Nield 2019), and more. The data are typically
compiled in profiles on individuals to infer as detailed a view of the consumer as possible.
While such data collection may be invasive and raise privacy concerns, researchers have
found that consumers of varying demographic backgrounds may perceive privacy harms in
varying ways (Quinn, Epstein, and Moon 2019)—a possibility that should be kept in mind in
developing policy.

Internet firms develop and maintain highly sophisticated media-manipulating algorithms
that curate content for and target ads at their users. Dialogical internet firms typically use
machine learning to analyze the corpus of data on a given end user to develop perspectives
on their preferences, beliefs, and behaviors so as to generate a behavioral profile on the
user. Machine learning algorithms are also used, however, to curate content and target
advertising in the digital social experience of the user. Content curation entails an analysis
of the universe of content that could be shown to the user in the context of the application
interface and the subsequent calculation of metrics—or, put differently, signals—that
indicate the likelihood that the user might engage with the content (Deibert 2019). Meta
researchers have referred to this as meaningful social interaction (Litt et al. 2020). An
effectively ranked feed, from the platform’s perspective, can keep the user maximally
engaged such that the user’s continued use of the platform generates (1) an exhaust of
behavioral data that can be used by the firm to even more effectively rank the social feed
and (2) more advertising space in which to feature aggregated display advertising and thus
rake in direct revenues. Ad targeting, meanwhile, is the process by which the firm
algorithmically matches the targeting preferences of marketers with the users who might
wish to engage with their targeted advertisements (Bhagwan and Sharp 2014). Audience
categories on the platform are typically segmented in order to sell off their attention to the
highest bidder in an open digital advertising exchange and marketplace. This process
involves sub-processes, such as ad optimization and automated audience segmentation
based on users’ behavioral profiles. Technology firms often take particularly questionable
steps to further refine their engagement machine learning algorithms. For instance, Meta’s
emotional contagion study (Kramer, Guillory, and Hancock 2014), has triggered further

https://mediawell.ssrc.org/citation/gdpr-the-end-of-google-and-facebook-or-a-new-paradigm-in-data-privacy/
https://mediawell.ssrc.org/citation/the-business-of-personal-data-google-facebook-and-privacy-issues-in-the-eu-and-the-usa/
http://“Behavioral Insights on Big Data: Using Social Media for Predicting Biomedical Outcomes.”
https://mediawell.ssrc.org/citation/facebook-tracks-and-traces-everyone-like-this/
https://mediawell.ssrc.org/citation/why-spy-an-analysis-of-privacy-and-geolocation-in-the-wake-of-the-2010-google-wi-spy-controversy-notes-comments/
https://mediawell.ssrc.org/citation/facebook-collected-device-data-on-187000-users-using-banned-snooping-app/
https://mediawell.ssrc.org/citation/google-and-mastercard-cut-a-secret-ad-deal-to-track-retail-sales/
https://mediawell.ssrc.org/citation/facebook-will-shut-down-its-spyware-vpn-app-onavo/
https://mediawell.ssrc.org/citation/all-the-ways-google-tracks-you-and-how-to-stop-it/
https://mediawell.ssrc.org/citation/we-care-about-different-things-non-elite-conceptualizations-of-social-media-privacy/
https://mediawell.ssrc.org/citation/project-muse-the-road-to-digital-unfreedom-three-painful-truths-about-social-media/
https://mediawell.ssrc.org/citation/what-are-meaningful-social-interactions-in-todays-media-landscape-a-cross-cultural-survey/
https://mediawell.ssrc.org/citation/techniques-for-reducing-irrelevant-ads/
https://mediawell.ssrc.org/citation/experimental-evidence-of-massive-scale-emotional-contagion-through-social-networks/


inquiry into the mechanisms by which firms can and should experiment in such ways with
users (Hallinan, Brubaker, and Fiesler 2019).

Dominant internet firms engage in aggressive platform-growth tactics at the expense of
would-be rivals and to the detriment of consumer markets in digital media. In parallel to
efforts to engage users and keep them using the platform, dialogical platforms often engage
in corporate development tactics to draw users to their platforms at the exclusion of the
competition. Aggressive growth tactics include forcing existing Facebook users to download
Messenger (Gibbs 2016); backtracking on publicly committed protective practices in the
interest of aggregating data strongholds (Lomas 2016); linking services to integrate them as
one company so as to avoid antitrust scrutiny (Lyons 2020); raising physical, commercial,
and digital barriers to entry; copying competitor practices, often targeting smaller firms
(Ghosh 2019a); performing such copying tactics or worse after inviting the copied firm to
pitch a potential acquisition (Obear 2018); and explicitly engaging in anticompetitive actions
to close off the potential for would-be rivals to fairly compete in the market segments in
question (Devine 2008). While these practices may not be unique to businesses that operate
over the internet, they are examples of the aggressive tactics employed by dialogical
platforms to shut down the possibility of competition. Underlying these practices is a
powerful network effect by which the value of the firm increases with the addition of each
new marginal user who joins the platform service—a phenomenon that only serves to
further strengthen the firm’s economic stranglehold over its market (Iacobucci and Ducci

2019).  These concerns and others have been raised in the context of recent antitrust suits in
the United States against Google (Paxton 2020) and Meta (FTC 2020).

Why have dialogical consumer internet platforms universally opted to adopt this business
model? This is an open question, but given that these firms operate in a radically open
marketplace in which their business practices largely go unregulated by US authorities,
firms gravitate toward the path to monetization that yields greatest margin—that is to say,
that maximizes the differential between potential revenues and realized costs. Seen through
another lens: it would be very difficult—perhaps impossible—to develop a social media
network or other dialogical internet platform without following these core business
practices, because no alternative organization would yield as great a potential to
behaviorally engage users, and which in turn could generate the margins necessary to
challenge the existing leading companies in the marketplace. It would not, in other words,
be possible to effectively compete; any enterprise that attempts to enter the market would
likely quickly diminish in the face of the current industry leaders.

Should it be the case that the prevailing business model for the sector has introduced new
forms of economic, political, and social harm to society, however, policymakers would be
behooved to consider reorientations of the marketplace through advancing earnest

https://mediawell.ssrc.org/citation/unexpected-expectations-public-reaction-to-the-facebook-emotional-contagion-study/
https://mediawell.ssrc.org/citation/why-is-facebook-trying-to-force-you-to-use-its-messenger-app/
https://mediawell.ssrc.org/citation/whatsapp-to-share-user-data-with-facebook-for-ad-targeting-heres-how-to-opt-out/
https://mediawell.ssrc.org/citation/facebook-begins-merging-instagram-and-messenger-chats-in-new-update/
https://mediawell.ssrc.org/citation/a-new-digital-social-contract-to-encourage-internet-competition/
https://mediawell.ssrc.org/citation/move-last-and-take-things-facebook-and-predatory-copying-notes/
https://mediawell.ssrc.org/citation/preserving-competition-in-multi-sided-innovative-markets-how-do-you-solve-a-problem-like-google/
https://mediawell.ssrc.org/citation/the-google-search-case-in-europe-tying-and-the-single-monopoly-profit-theorem-in-two-sided-markets/
https://www.texasattorneygeneral.gov/news/releases/ag-paxton-leads-multistate-coalition-lawsuit-against-google-anticompetitive-practices-and-deceptive
https://www.ftc.gov/news-events/press-releases/2020/12/ftc-sues-facebook-illegal-monopolization


regulatory standards that encourage greater incentives to protect the rest of society.

The weaponization of modern digital
infrastructures
That the business models of the dialogical internet platforms instigate societal harms is a
nontrivial assertion. Some might suggest that the most challenging negative externalities
society has faced are essentially content-related concerns, and that rather than addressing
the business models of dialogical firms, what is required is simply to provide greater
incentives for the technology industry to more effectively moderate content. Where, then, is
the harm to the information environment stemming from these business models—and what
causes the alleged tendency for mis- and disinformation to spread?

Human attention is limited; this observation offers an initial framing through which to
analyze the above question. When taken in the aggregate, consumers have a limited amount
of time in the day, and an even more limited amount of that time to devote to discretionary
media consumption (Neumann 2016). Meanwhile, in media contexts, people have a
propensity toward engagement; when we chance upon media content that triggers emotions
in us, we might wish to consume more of the same kind of content—which some researchers
have termed, in the context of YouTube, a tendency to enter a “rabbit hole” (Kaiser and
Rauchfleisch 2019).

This propensity among users of social media and dialogical platforms to look for more and
more engaging content is particularly problematic in the context of misinformation, which,
as researchers at the Massachusetts Institute of Technology have found, travels faster and
further than the truth (Vosoughi, Roy, and Aral 2018). The implication is apparent: the
truth, including accurate reporting of the news, is often less extraordinary than falsehoods,
particularly as the designers of falsehoods, intentional or not, are at liberty to formulate
content that is extreme in nature. This suggests that, barring platform, governmental, or
another form of intervention, falsehoods and so-called fake news—a term at which many
researchers of mis- and disinformation bristle given its inherent vagueness, implicit
inaccuracies, and other shortcomings (Goldberg 2018)—will necessarily have great potential
to drive impact on dialogical platforms (Pariser 2011).

This, in part, is the phenomenon that top-down disinformation operators exploit today:
identify through data analysis the thin cracks in the American voting population, and shower
those thin cracks with political falsehoods and conspiracies. These cracks widen as more
and more people in target audiences share and re-share engaging false information.
Disinformation operators can then watch as the cracks begin to rip at the fabric of society,
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engendering increased polarization, hate, conspiracy, and resulting political action (Benkler,
Faris, and Roberts 2018; Arsenault 2020).  Indeed, the 2016 Trump campaign—though
perhaps it cannot be accused of directly spreading disinformation—used artificial
intelligence to generate wide ranges of similar content and tested it with different
communities, eventually doubling down on the combinations of content and audience
segment that resonated most with the target community (Marantz 2020). There is
tremendous incentive, given the low cost of advertising-based disinformation campaigns, for
disinformation operators to exploit this system. This includes the fact that as ads are shared
by the viewer, they become organic content on certain platforms, resulting in free
engagement and influence for the political operator (Dommett and Power 2019).

The novel negative externalities (such as disinformation, hate speech, and polarizing
content) generated by dominant digital platforms are not limited to the disinformation
problem, but further perpetuate the impact of hate speech, algorithmic bias, and enable the
spread of violence and terrorism, which disproportionally impact marginalized populations
(DePaula et al. 2019). Some have suggested that the business model underlying dialogical
platforms should not be the direct subject of regulation—a contention that aligns with the
economic tradition in the United States to avoid industrial policy and enable the market to
innovate. This being said, consumer-rights-based protections may accomplish much in
diminishing the negative externalities generated by social media networks; such approaches
might focus not on the positive topology of the business practices of a given firm expressed
altogether as a monolithic business model, but rather the negative space, expressed through
the desires of the rest of society, including end consumers.

Recent policy concerning digital platforms
The condition of today’s media ecosystem has caused politicians, advocates, and consumers
alike to argue that the regulatory regime that applies to the dialogical platforms must be
modernized to reflect problems of concentrated abusive market power, consumer privacy
invasion, the lack of public transparency into the operation of what some view as public
goods, the imposition of unfair algorithmic processes on marginalized classes of the
population, and more (Ghosh and Scott 2018; Flew, Martin, and Suzor 2019). This in turn
has instigated some action from the internet industry, ranging from statements of rhetoric
to concerted action to structurally modify internal operations and policy decision-making
processes—though many have criticized the industry for failing to do enough to effectively
contain certain harms (Bay and Fredheim 2019). Others have also pointed to the challenges
that leading internet platforms face in their efforts to contain potential harms related to
political advertising (Gillespie 2018; Kreiss and McGregor 2019). Here I outline some of the
most substantive changes that have been instituted by various members of the industry.
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Increased sophistication in detection AI models. Major internet platform firms have
accelerated the development of artificial intelligence trained to moderate content
(Perry 2020). These systems take advantage of sophisticated machine-learning models;
by using a corpus of training data, firms can help models learn to assess what forms of
content are legitimate and what constitutes disinformation or harmful
misinformation—and those models can subsequently flag the content for human
review.
Expansions in content moderation staff. Human review is typically conducted through
a hierarchical internal corporate process (Klonick 2018). Content policies are
developed through cross-functional, principled, and high-level internal deliberations;
various conditions and considerations over those principles are developed by expert
staff; and those policies are executed by content moderators trained to deliver
judgements in accordance with the high-level policies developed at a more senior point
in the corporate hierarchy. Recent research has shown the human cost of content
moderation; workers who moderate platforms view violent or otherwise disturbing
content daily, which takes a considerable emotional toll (Gray and Suri 2019; Roberts
2019; Barrett 2020).
Temporary staffing operations focused on critical events. Internet platforms often
stand up internal teams to take direction from senior policy officials and prevent the
spread of malicious mis- and disinformation—as in the case of Meta in the lead-up to
the 2018 midterm elections in the United States (Chakrabarti 2018).
News-related initiatives. Meta and Google have each designated millions of dollars to
directly support the news industry through the Journalism Project and News Initiative,
respectively. Part of the stated motivation for the development of these projects was to
support local news, advance investigative journalism, enhance journalistic quality, and
improve the quality of information available online. Some media scholars have,
however, suggested these initiatives do not sufficiently counterbalance the economic
activity that digital platforms have drawn away from traditional journalistic outlets.
Crowdsourcing of information. Internet platforms have variously considered and in
certain cases crowdsourced user-provided signals concerning the validity and truth of
instances of content. Some of these signals have been used to support internal and
third-party fact-checking operations, with some of this fact-checking resulting in
moderation flags applied to the offending content (Shu et al. 2017).
The Facebook Oversight Board. Facebook’s Oversight Board, informally described by
some as the company’s own supreme court, is a body of third-party legal and policy
experts who are empowered by the firm to offer judgements on content takedown
controversies that are raised to the board by the company. The board is nominally
independent of the company, and though it is largely designed to tackle questions of
hate speech occurring on the company’s platforms, the board is equipped to deliver
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open, non-binding policy recommendations to the company (Ghosh 2019b). The
Oversight Board’s most notable case to date involves the deplatforming of former
president Donald Trump. In spring 2021, the Board upheld Meta’s decision to ban
Trump from the platform; however they ruled that the suspension could not be
indefinite, and that the company will have to revisit the decision. The case has
generated broader discussion of the power inherent to mainstream social media
platforms over influencing political discourse through corporate decision-making
(Financial Times 2021).
Free speech rhetoric. Internet firms have variously made statements concerning the
nature of the information environment, with the most notable statements made by
Meta chief executive Mark Zuckerberg, who has stated that he is in favor of a free
speech-oriented policy approach for the company’s platforms—a position that many
have heavily criticized (Bowers and Zittrain 2020). It bears repeating that in the US,
First Amendment protections of free speech only apply to actions by the government.
The privately owned internet platforms can restrict or permit content as they see
fit—this is in fact what Section 230 intended. Indeed, some legal and media scholars
have suggested that the norms of free speech should be renegotiated through
legislative and corporate reforms to protect against offending content such as
disinformation (Goldenziel and Cheema 2019; Manzi 2019)
Advertising policy changes. Many have suggested a link between the capacity for
marketers to engage in microtargeting of voting segments of the population and the
spread of the problem of coordinated disinformation. Broader conclusions have been
drawn, too, that microtargeting damages the democratic political process even when it
is used in more legitimate ways by political campaigns—much like the Trump
campaign did in the lead-up to the 2016 presidential election (Ribeiro et al. 2019;
Ghosh 2019c). Twitter has been particularly forceful in recognizing this harm—and
leaving large potential revenues on the table—with chief executive Jack Dorsey not
only suggesting that micro-targeting presents tremendous political concerns, but
going so far as to commit to ban all political advertising on Twitter (Twitter, n.d.).

Policy responses to the disinformation
problem
Though the global community has been active in developing policy to combat the
disinformation problem (Bradshaw, Neudert, and Howard 2018), some of that progress does
not come without its criticisms; some argue, for instance, that certain content-related
measures, like the German Gesetz zur Verbesserung der Rechtsdurchsetzung in sozialen
Netzwerken—or NetzDG—should be reformed. Meanwhile, the American regulatory and
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policy making community has thus far been quite limited in advancing meaningful policies
to push back against the threats of mis- and disinformation. While attempts have been made
by various coalitions to advance reformative measures, few have succeeded. That being
said, numerous scholars and policymakers have outlined structural measures that should be
undertaken to develop a novel regulatory regime for the technology sector (Flew, Martin,
and Suzor 2019; Gorwa 2019; Warner 2018; Crilley and Gillespie 2018). Some have argued
specifically for new norms in media regulation to combat the negative externalities
generated through dominant internet platforms (Kornbluh and Goodman 2020; Bechmann
2020; Baade 2018; Napoli 2019; Mosco 2018; Ghosh and Scott 2018). Livingstone (2019)
has explored questions of how audiences have traditionally been addressed through
regulation, and what implications these prior findings may have for research into media
regulatory policy in the way forward. Janowski, Estevez, and Baguma (2018) have offered a
number of ideas for structuring the relationship between citizens, corporations, and
government in the digital sphere. Zuckerman (2020) has argued for the creation of a digital
public infrastructure to introduce a plurality of platforms that can offer more options for
consumers in the digital ecosystem. Russell (2019), meanwhile, has argued that the state of
the public sphere today has instigated new threats to journalism. The measures proposed by
researchers and policymakers to address mis- and disinformation generally fall into the
following categories:

Speech- and content-related policies. The spread of offending content—including1.
disinformation and hate speech—has raised the ire of people and politicians on both
the left and right of the political spectrum. In response, policymakers—including
former President Trump—have suggested that internet firms should bear more
responsibility for the content that spreads over their networks. Section 230 of the
Communications Decency Act protects internet platforms from liability for either
carrying or taking down user-generated content, and has been the target of both
Democrats (Kelly 2020) and Republicans (Trump 2020). While the only related
legislation that has passed in recent years over content-related concerns was the
FOSTA/SESTA bill (ProPublica, n.d.), there have been more efforts to advance
legislation targeting Section 230 (Thune 2020). Various policy experts, scholars, and
technologists have further suggested that Congress should consider carve-outs to
Section 230 for ads (Bergmayer 2019), for content that has gone viral, for civil rights
violations, or for content that appears in algorithmically manipulated streams. Hwang
(2017) has explored questions of amending Section 230 with an eye to containing the
disinformation problem. Citron and Wittes (2017) have made suggestions around
developing a “reasonable effort” standard, a measure that would seek to hold
technology firms accountable to commitments they have publicly made regarding the
containment of offending content such as hate speech. Keller (2019) has offered a
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number of ideas for regulatory policy concerning platform content moderation.
Siekierski (2019), meanwhile, has explored mechanisms by which the Canadian
government could diminish the impact of malicious synthetic content operations such
as the dissemination of deepfakes.
Transparency surrounding content. The Honest Ads Act, introduced in the aftermath of2.
the 2016 presidential election in light of evidence of Russian disinformation
operations, would stipulate new transparency measures for political advertising in
digital media contexts (Warner 2017). Under current circumstances, social media
firms and other internet platforms have limited regulatory requirements to be
transparent about where political advertising content came from and who was
responsible for disseminating it. The Honest Ads Act and related policies that have
been proposed by various scholars and policy experts, however, would renegotiate this
situation, introducing stipulations that internet platforms featuring political
advertising be transparent about the genuine provenance of the advertisements and
the entities responsible for funding political ad campaigns on digital networks. These
are among other suggested measures that would require public-interest application
programming interfaces (APIs) and publicly available databases featuring all political
ads shown to users in a given election or social context (Wheeler 2017). Access for
researchers has proven contentious; for example, in summer 2021 Meta blocked
scholars who researched ad transparency and misinformation on Facebook. Some in
the policymaking community have suggested that the focus on political advertising is
not enough—that such transparency should be imposed on all forms of targeted
advertising over digital media platforms (Edelson et al. 2021). Others have suggested
that such transparency should be imposed on more than just advertising—extending to
all decision-making algorithmic applications (Ghosh 2019c), or all applications of
platform content policy (Wood and Ravel 2017). Many have argued that transparency
alone, however, cannot resolve the broader problems of the modern digital ecosystem,
and that imposition of corporate transparency on internet firms can only represent a
start to an earnest reform agenda (Goodman and Wajert 2017). Sridhar (2019)
comprehensively explores the problems instigated by the corporate application of
machine intelligence.
Broader digital reform efforts. Policymakers—including regulatory authorities and3.
legislators alike—in jurisdictions around the world have given serious consideration to
digital consumer rights reforms that could serve to rebalance the distribution of power
from the internet industry to consumers. Such agendas have variously been designed
to tackle matters of consumer privacy and market competition alike—with the most
significant reform in effect to date being the European Commission’s General Data
Protection Regulation, a sweeping set of regulatory stipulations on commercial
providers over their data collection and use practices. Europe has also led the world in
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enforcement of market competition. The commission has advanced major fines against
some of the biggest internet firms for using their alleged respective monopoly
positions over subsectors of the consumer internet as a bottleneck to drive prices high
and prioritize their own products. These tactics could, under classical competition
regulatory analysis, artificially drive prices in consumer markets up to monopolistic
rates, deaden the pace of market innovation across the digital ecosystem, and diminish
the quality of services rendered to end consumers. Further reforms are now under
consideration in jurisdictions like the United States, United Kingdom, and India—with
developments like the Competition and Markets Authority’s (2019) report, the Stigler
report (Zingales, Rolnik, and Lancieri 2019), and the US House Judiciary Committee’s
(2020) antitrust hearing moving the reform discussion forward. Some have suggested
that dominant digital platforms exhibited powerful network effects and have naturally
raised barriers to entry, suggesting in turn that the appropriate remedy must involve
integrating utility regulation theory (Iosifidis and Andrews 2019; Simons and Ghosh
2020). Sitaraman (2020) has argued there is a national security case for suggesting
the break-up of dominant internet firms. Policymakers have meanwhile further
advanced measures to promote counter-propaganda efforts, including through the
Countering Foreign Propaganda and Disinformation Act that was signed into law
during the Obama administration, thus establishing the State Department’s Global
Engagement Center (Carr 2017); subsequent analysis has indicated that such
measures may be needed to contain certain harms in the digital media age (Hall 2017).

It bears keeping in mind that a regime of regulated capitalism for the digital economy is of
interest particularly in democracies—and that other forms of internet governance may be
prioritized by governments and other stakeholder communities in other societies (Chin
2019). Scholars have acknowledged relatedly that competing governance norms may put at
risk citizens’ human rights—including in the contexts of governmental media censorship and
use in political systems like those of Myanmar (Lee 2019), Russia (Nocetti 2015), Saudi
Arabia (Pan and Siegel 2019) and China (King, Pan, and Roberts 2013).

New directions for regulation
Many of the existing discussions about new regulation for the technology industry are
clearly disconnected or otherwise under-coordinated amongst the jurisdictions,
policymakers, independent scholars, and technology experts who are working to advance
them. Such proposals in the United States range from baseline privacy legislation (Kerry
and Chin 2020) that would protect all consumer data held by commercial entities by default,
to new lawsuits put forward by state attorneys general and federal regulators to break up or
otherwise impose fines and penalties on the likes of Meta (FTC 2020) and Google (Barr
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2020). Much of the division among policymakers has been driven by political differences; on
the topic of content moderation, for example, liberals and conservatives have variously
pushed for remedies at opposite ends of the political spectrum.

It is emerging, however, that the social problems that have spread over the leading internet
platforms are driven by more than just ineffective policy; these problems are instigated by
the economic structures that define the consumer internet industry today—an industry
governed by the uninhibited collection of data and use of algorithms to derive profiling
insights from that data and manipulate the media experience. A unifying theory of the sector
is emerging: that the very way in which the dominant digital platforms are designed enables
and encourages the spread of mis- and disinformation and other forms of harm. Given such
a circumstance, policymakers will increasingly be behooved to consider ways to fight back
against the information problem by formulating policies that rebalance the distribution of
economic power between the firm and the individual consumer.

[1] As we have noted elsewhere, there is no direct evidence that foreign influence operations
had a measurable effect on the 2016 election results.
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