
News Item

The Toxic Potential of YouTube’s Feedback Loop
| WIRED
By Guillaume Chaslot
July 15, 2019

From 2010 to 2011, I worked on YouTube’s artificial intelligence recommendation
engine—the algorithm that directs what you see next based on your previous
viewing habits and searches. One of my main tasks was to increase the amount of
time people spent on YouTube. At the time, this pursuit seemed harmless. But
nearly a decade later, I can see that our work had unintended—but not
unpredictable—consequences. In some cases, the AI went terribly wrong.
Artificial intelligence controls a large part of how we consume information today.
In YouTube’s case, users spend 700,000,000 hours each day watching videos
recommended by the algorithm. Likewise, the recommendation engine for
Facebook’s news feed drives around 950,000,000 hours of watch time per day.
[…]

Source: The Toxic Potential of YouTube’s Feedback Loop | WIRED

https://www.wired.com/story/creating-ethical-recommendation-engines/
https://www.wired.com/story/creating-ethical-recommendation-engines/
https://www.wbur.org/onpoint/2019/04/08/youtube-toxic-content-extremism-bloomberg-safety-internet
https://www.fool.com/investing/2018/02/06/people-still-spend-an-absurd-amount-of-time-on-fac.aspx
https://www.wired.com/story/the-toxic-potential-of-youtubes-feedback-loop/

