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Is there a right way for Google’s generative AI to create fake images of Nazis?
Apparently so, according to the company. Gemini, Google’s answer to ChatGPT,
was shown last week to generate an absurd range of racially and gender-diverse
German soldiers styled in Wehrmacht garb. It was, understandably, ridiculed for
not generating any images of Nazis who were actually white. Prodded further, it
seemed to actively resist generating images of white people altogether. The
company ultimately apologized for “inaccuracies in some historical image
generation depictions” and paused Gemini’s ability to generate images featuring
people.
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