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Key Points:

- The academic community has gravitated towards a set of definitions that identifies disinformation as intentional, and misinformation as unintentional. Under this kind of definition, false narratives can be either dis- or misinformation, based on the intention of the spreader.
- Because intent is notoriously difficult to determine in social science, it may be best to speak of dis- and misinformation together.
- “Fake News” is seen as a highly problematic, politicized term, and most disinformation scholars tend to avoid it.
- Some prominent scholars use the term “propaganda” to refer to specific kinds of communication, but the word has a long and complicated intellectual history.
Defining “disinformation” and related concepts

One of the most urgent tasks facing scholars and the public alike is identifying shared definitions of disinformation and related topics across academic disciplines. As Jack (2017) and Wardle and Derakhshan (2017) note, disinformation scholars, journalists, policymakers, and other workers in the arena of political communication employ a wide array of subtly different but equally loaded definitions. As Karlsen (2016) notes, there is no overarching theoretical framework for studying the concept of influence, only a patchwork of methodologies from various social science disciplines. Wardle and Derakhshan further argue that this lack of consensus and definitional rigor in terminology led to an early stagnation in the field of disinformation studies. All of the MediaWell research reviews draw on reports, conference papers, and other material in addition to peer-reviewed academic publications, but this one perhaps more than most. For a brief explanation of these types of content, please see our FAQ.

Wardle and Derakhshan’s own definition of disinformation (and by extension, misinformation) has gained ground in the community of scholars, activists, and nonprofits attempting to understand and mitigate these conditions. In their interpretation, disinformation—“information that is false and deliberately created to harm a person, social group, organization or country”—is one of three types of content contributing to “information disorder.” The others are misinformation, which they define as “information that is false, but not created with the intention of causing harm,” and malinformation, factual information released to discredit or harm a person or institution, such as doxing, leaks, and certain kinds of hate speech (2017, 20).

In this articulation, the crucial distinction between disinformation and misinformation lies in the question of intent. Producers of disinformation have made conscious decisions to propagate narratives that are false or misleading. On the other hand, while misinformation may begin as disinformation, it is spread with indifference to its truth value, or a lack of awareness that it is false. Misinformation may be spread to entertain, educate, or provoke. As such, a single false narrative or piece of content may cross this blurry line from disinformation to misinformation and back again, depending on its various sources and their perceptions of the truth or falsity of that narrative.

Wardle and Derakhshan are not alone in basing the distinction between disinformation and misinformation on intent. Other scholars have suggested similar definitions, such as Floridi (2011), Søe (2018), and Hwang (2017), who includes “intentional actions” in his definition of disinformation. Bennett and Livingston (2018, 124) also describe disinformation as intentional, but limit its form to “intentional falsehoods spread as news stories or simulated documentary formats to advance political goals.” While Jack (2017, 3) defines disinformation as “deliberately false or misleading,” which would imply intent, she warns that an intention-based definition contributes to a power imbalance between producers of disinformation and their critics. Journalists and social scientists, she writes, tend to refrain from accusations of intent due to professional codes and legal constraints. Creators of disinformation have no such constraints, while for potential critics like journalists those professional and legal threats persist.
Intent is also difficult for social scientists to assess, though they have some options. Ethnographic observation, surveys, and experiments that capture motivations for sharing disinformation versus misinformation versus factual information can all help assess intent, but it remains hard to gauge. In that light, how useful are definitions that rely on distinctions that are difficult to measure? The question of intent is further complicated by discursive styles prevalent on the English-language internet—especially among trolls—that make intent simultaneously claimable and deniable. One such style is popularly termed “irony.” Marwick (2018), pointing to “the dominance of irony as an expressive and affective force in native internet content,” argues that it can make intent-based distinctions misleading. Witness the early 2019 example of a Chicago Cubs fan who was accused of flashing a white-supremacy hand symbol behind African American commentator Doug Glanville. The symbol began as a 4chan hoax to “trigger” liberals by assigning hateful meanings to innocuous signs. The gesture has since expanded to wider use on the political right—including by some avowed white supremacists. Though its meanings remain contested and ambiguous, the Cubs felt those meanings were clear enough to ban the fan from the ballpark (Anti-Defamation League 2018; Redford 2019).

Skyrms (2010) bases his definition of disinformation (though he uses the term “deception”) on the idea of a cost to the recipient and a benefit to the sender, avoiding the question of intent. In a critique of Skyrms’ definition, Fallis (2015) argues that it is too narrow, as some disinformation—like false compliments—may actually benefit the recipient. Fallis himself takes a subtly different approach to defining disinformation in an attempt to avoid both the question of intent and the idea of benefits. Fallis’s definition depends on the concept of function, which is a quality that a thing acquires, whether through evolution or the intent of a designer. His short definition reads: “disinformation is misleading information that has the function of misleading someone” (2015, 413; italics in original). This approach, Fallis argues, incorporates cases of disinformation that are intended to be misleading—such as lies—but also cases where the source benefits from misleading, such as conspiracy theories or shitposting.

Other proposed definitions for mis- and disinformation and related topics nod toward other characteristics. Gelfert (2018, 103), in a discussion of “fake news” as a subset of disinformation, argues that it is distinguished by “systemic features inherent in the design of the sources and mechanisms that give rise to them,” and that “fake news” must both mislead and do so as a consequence of its design. Gelfert suggests such systemic features might include manipulating consumers’ confirmation biases, repeating similar false narratives to render them more persuasive, and attempting to intensify consumers’ partisanship. Those systemic features work to inhibit critical reasoning and inquiry, Gelfert argues, and encourage users to further disseminate such content. While Gelfert’s articulation still relies on intent, a definition of disinformation that incorporates systemic features of sources and channels may have potential.

To readers outside of academia, these debates and subtle distinctions over disinformation and misinformation may seem entirely ... academic. Perhaps, as with US Supreme Court Justice Potter Stewart’s famous observation about pornography, we should satisfy ourselves with knowing disinformation when we see it. However, the political climates in many parts of the world clearly demonstrate that different groups can interpret the same sets of facts very differently, and reveal how
social circumstances, identity, and background shape different epistemologies—theories of what knowledge is—within and between social contexts. This is not to say that academics and researchers should content themselves with esoteric definitions that satisfy them but do not reflect the understandings of broader elements of society—quite the contrary. Nielsen and Graves (2017) offer a useful reminder that academics, researchers, and policymakers think about some of these terms and concepts in very different ways than members of mass-media audiences. In their factsheet reporting findings from a survey and a series of focus groups on “fake news,” a concept we discuss further below, they report that news consumers “see the difference between fake news and news as one of degree rather than a clear distinction.” Their respondents treated “fake news” as a diverse class of information forms, and also recognized that the term had been weaponized. Many respondents included sensationalist journalism, hyperpartisan news, some kinds of advertising, and other types of content on the information spectrum. Nielsen and Graves argue that audiences’ considerations have been left out of the academic and policy debates, and that audiences express “a deeper discontent with many public sources of information, including news media and politicians as well as platform companies” (2017, 1, 7). This argument reflects a much broader societal issue, as well as a disconnect between academics, policymakers, and people in other walks of life. We hope that MediaWell and similar projects can begin to bridge this gap by translating academic knowledge for mass audiences, while at the same time serving as a portal for academics, policymakers, and technologists to share information that reflects how people understand political information in their daily lives.

It’s important to remember as well that the existence of disinformation is medium-agnostic, even though the ways disinformation is created, shared, and received can be heavily influenced by medium. That is to say, disinformation is not limited to text. It exists in video and audio forms, such as YouTube videos and podcasts, and can certainly be spread by word-of-mouth. Visual disinformation can be particularly problematic, as it can be both more persuasive and harder to debunk. However, to date, many studies and corrective efforts have been focused on text (Wardle and Derakhshan 2017).

So where does all of this leave us in our definition? As Fallis (2015, 416) discusses in a response to Floridi (2012), disinformation may not be perfectly definable. “There may simply be prototypical instances of disinformation, with different things falling closer to or further from these prototypes,” he writes.

Nevertheless, we know that social actors are producing disinformation, and that it spreads through societies as both disinformation and misinformation (assuming we accept some sort of distinction between them). In that light, it may be most useful to continue to discuss dis- and misinformation together, or use a blanket term such as “problematic information,” which Jack (2017) employs to encompass both mis- and disinformation, themselves distinguished by intention. In keeping with the consensus emerging from Jack, Wardle and Derakhshan, and other authors, the MediaWell project provisionally defines “disinformation” as: **a rhetorical strategy that produces and disseminates false or misleading information in a deliberate effort to confuse, influence, harm, mobilize, or demobilize a target audience**. As its bedfellow, misinformation could then be defined as **false or misleading information, spread unintentionally, that tends to confuse, influence, harm, mobilize, or demobilize an audience**. We recognize the limitations of an intention-based distinction
between dis- and misinformation, and suggest that they be considered together in a way that allows for their mutability. At the risk of some clunky sentences, we try to speak of “dis- and misinformation” unless the specifics of the communication are known.

Fake news and junk news

The term “fake news” is itself quite problematic, as the research mentioned above by Nielsen and Graves (2017) reflects. Wardle and Derakhshan, Jack, and many other observers eschew it, arguing that the phrase is both imprecise and politically loaded, and that autocratic leaders have begun to weaponize the term “fake news” to stifle dissent and delegitimize criticism of their regimes and allies (Jack 2017; Quandt et al. 2019; Sullivan 2017; Wardle and Derakhshan 2017; Zuckerman 2017). Moreover, as Tandoc, Lim, and Ling (2018) discuss, any critical assessment of the term “fake news” demands that we first determine what non-fake “news” is—and that is a surprisingly difficult, subjective, and highly contextual endeavor.[1] In a slightly different vein, Farkas and Schou (2018) suggest that the many uses and meanings of the term “fake news” indicate that it has become part of a larger struggle over the nature of politics and social realities in an environment of colliding worldviews.

The term “junk news” has seen some use among scholars hoping to describe the phenomenon without the additional political payload of “fake news.” Narayanan et al. (2018) describe junk news in their report as “various forms of extremist, sensationalist, conspiratorial, masked commentary, fake news and other forms,” while Venturini (2019) suggests that junk news should be defined by its virality rather than its falsity. The idea of false news, he argues, supposes that real news reproduces reality, while in fact it is a mediated, framed journalistic product. Junk news is addictive, and “dangerous not because it is false, but because it saturates public debate.” So far, however, the term “junk news” has not seen widespread adoption by the social science community.

Propaganda

A related concept to disinformation, the term “propaganda” is employed to describe the contemporary information environment by prominent scholars such as Benkler, Faris, and Roberts (2018) and Howard (Howard and Kollanyi 2016; Woolley and Howard 2018). Benkler, Faris, and Roberts briefly define propaganda as “the intentional manipulation of beliefs,” and more elaborately as “communication designed to manipulate a target population by affecting its beliefs, attitudes, or preferences in order to obtain behavior compliant with political goals of the propagandist” (2018, 6, 29). Such a definition is broader than disinformation, as it would include factually true information framed in such a way as to obtain compliance. Both “propaganda” and “disinformation” could also include paltering, the use of factually true statements that nonetheless constitute an active deception (Gino 2016).

The term “propaganda” has a complicated history, especially for US audiences. The roots of the term date back hundreds of years, at least, and relate to the spread of religious doctrine. It did not acquire significantly negative meanings until the World Wars. Since then, rivals have frequently labeled their
opponents’ messages as propaganda in line with these negative understandings (Auerbach and Castronovo 2013; Jack 2017).

Benkler, Faris, and Roberts’s use of the term propaganda stands in contrast to Jacques Ellul’s reconsideration of propaganda as a “sociological phenomenon” in technological society, one that encompasses both psychological warfare and the subtler forces that encourage conformity, the educations and socializations that “seek to adapt the individual to a society, to a living standard, to an activity” (1973, xii–xiii, xvii). In Ellul’s articulation, propaganda encompasses both deliberate political propaganda and what he calls “sociological” propaganda, the unconsciously reproduced messages in Hallmark cards, gym memberships, junk mail, Oscar ceremonies, cereal boxes, tax forms, this website ... the list goes on. These are the messages that condition individuals not only to conform to societies but also to believe that their societies’ ways of life are good and superior. In short, in this understanding, these messages allow large societies to function at the scale where individuals do not know one another (1973, 61–70).

Benkler, Faris, and Roberts exclude this sociological propaganda from their articulation, instead returning “propaganda” to its more bounded meanings of overtly political and intentionally persuasive communication. They follow Jowett and O’Donnell (1992, 2011) in their intellectual history of propaganda, which treats it as a type of communication that differs from persuasion; where persuasion advances the aims of both communicants, propaganda only advances the aims of the propagandist. In other words, both communicants can benefit from persuasion, which is a reciprocal process based on interaction and deliberation, and which can promote mutual understanding. Propagandists, in this understanding, are self-motivated, and do not attempt to benefit their audience. Their true motives and identities may be concealed, and they do not attempt to develop mutual understanding.

**Trolling**

Social scientists have taken various approaches to studying the phenomenon of trolling, ranging from online ethnographic research to psychological profiles. Trolling has been compared to bullying, but also described as a purposeful disruption of a community or conversation for lulz. One of the complicating factors in establishing a definition is that trolling has changed as the internet has changed—it is now more formalized, with shared language and identity, and some within the subculture see it as performance art (Higgin 2013; Phillips 2011, 2012).

From a psychological approach, Buckels, Trapnell, and Paulhus (2014, 97) found that trolling “correlated positively with sadism, psychopathy, and Machiavellianism,” elements of the so-called Dark Tetrad of personality. They define trolling as “deceptive, destructive, or disruptive [behavior] ... with no apparent instrumental purpose.” However, some behavior that has come to be called “trolling” does have an instrumental purpose—at least one that is apparent to the trolls themselves. Russian and Iranian online influence campaigns have been referred to as “troll farms” (Nimmo, Brookie, and Karan 2018). Their intentions and methods varied, but both targeted polarized online communities to further national goals.
(for more on these operations, see our “Election Interference” literature review). Whether these operations and their agents are close enough to more traditional forms of trolling for lulz, or whether they merit their own distinct terminology, is an open question.

Our grateful acknowledgement to Connie Moon Sehat, Kris-Stella Trump and Lauren Weinzimmer for their feedback during the writing process for this research review.

[1] For three very different theoretical approaches to the question of what “news” is, we recommend Schudson (2011), The Sociology of News; Hardt (2004), Myths for the Masses; and Herman and Chomsky (1988), Manufacturing Consent.
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